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Abstract
Mixed models improve the ability to detect phenotype-genotype associations in the presence of population stratifi-
cation and multiple levels of relatedness in genome-wide association studies (GWAS), but for large data sets the
resource consumption becomes impractical. At the same time, the sample size and number of markers used
for GWAS is increasing dramatically, resulting in greater statistical power to detect those associations. The use
of mixed models with increasingly large data sets depends on the availability of software for analyzing those
models. While multiple software packages implement the mixed model method, no single package provides the
best combination of fast computation, ability to handle large samples, flexible modeling and ease of use. Key
elements of association analysis with mixed models are reviewed, including modeling phenotype-genotype associa-
tions using mixed models, population stratification, kinship and its estimation, variance component estimation, use
of best linear unbiased predictors or residuals in place of raw phenotype, improving efficiency and software^user
interaction. The available software packages are evaluated, and suggestions made for future software development.
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INTRODUCTION
Using association mapping to identify quantitative

trait loci (QTL) in structured or stratified populations

presents clear challenges. Detecting associations

between genotypes and phenotypes and using

them to locate QTL in unstructured populations

is relatively straight-forward [1]. Unfortunately,

unstructured populations or populations in which

all individuals are equally related do not exist in

nature. Almost by definition, association populations

do not meet this criterion.

Correlations between unlinked markers and QTL

arise from population stratification [2]. Population

stratification or population structure means that

subgroups within a population are reproductively

isolated, at least partially. As a result, over time, the

allele frequencies of the subgroups can diverge. In

the most extreme case, a single locus may become

fixed for different alleles within each subgroup. If

the subgroup means differ for a trait of interest, all

loci which differ in allele frequencies between those

subgroups will be associated with the phenotype.

The causes and extent of reproductive isolation

can vary. In natural populations, reproductive isola-

tion is often the result of physical isolation.

Researchers might bring those locally isolated

groups together in a germplasm collection then per-

form genetic analysis on the collection as a whole.
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Plant breeders may restrict sharing of germplasm

between different breeding programs, create distinct

populations for discrete markets, or establish hetero-

tic groups and not make breeding crosses between

those groups. Even though the underlying popula-

tion might not be stratified, a sample in which

groups of individuals are closely related can mimic

population structure. In a sense, structure can arise

from selection or biased sampling as well as popula-

tion admixture.

Whatever the cause, successful association analysis

must be able to remove spurious associations aris-

ing from structure or unequal relatedness within

populations. As a result methods have been devel-

oped that correct for structure. These methods and

the software that implements them have been

reviewed previously [3]. One of the most successful

approaches incorporates both major population

structure and the relatedness from all pairs of indivi-

duals within those populations in a linear mixed

model to remove spurious associations [4, 5]. This

method has been shown to perform better than alter-

natives [6].

This statistical advance brings challenges for soft-

ware development especially when the method is

used for large genome wide association studies

(GWAS). Here, QTL detection is complicated by

the fact that traits may be controlled by many

genes, each with a small effect. In addition, many

of the QTL have rare alleles, which association stu-

dies have low power to detect. Maintaining a large

enough sample size is critical in order to have the

power to detect such QTL, especially when high

resolution is needed for fine mapping and cloning

[7]. Large sample sizes with many markers distributed

across the entire genome bring challenges for soft-

ware engineering in terms of data management,

model complexity, the time required for the analysis,

and the desire to make the method accessible to

a large number of users.

Interest in genome-wide association mapping

of QTL in plants is being driven by the development

of relatively inexpensive methods for high through-

put genotyping [8, 9]. Mixed models have been

shown to be effective for association analysis, but

the challenge will be to apply them to large datasets

potentially involving thousands of individuals and

hundreds of thousands of markers. While the interest

here is in models that will be applied to plant popu-

lations, the methods are heavily influenced by the

work of animal breeders. This review discusses

mixed model approaches and related software

packages as they apply to association analysis in

plants although some of the non-mixed model

approaches (packages) are still commonly used

[10–14]. It focuses on methods to reduce spurious

associations and improve computational efficiency.

Related topics which deserve attention but will

not be covered here, include threshold models,

generalized linear models and multivariate analysis.

MODELINGASSOCIATION:THE
MIXED LINEARMODEL
Genetic markers and other co-factors that explain

the phenotype can be simultaneously fit in a mixed

linear model to reduce spurious associations and

increase statistical power. Mixed linear model refers

to a linear model containing both fixed and random

effects [15]. In general, fixed effects take on only

a few values and all the values that interest the

investigator are included in the study. On the

other hand, random effects have values that are

taken from a larger population, and the investigator

is interested in estimating the mean and variance

of that population. In the context of association

analysis, the most important distinction is that the

covariance structure of random effects can be

included in the model, whereas fixed effects have

no covariance structure. Why that is important is

explained below.

Some of the earliest work to analyze mixed

models in a quantitative genetics framework can be

traced to Dr C.R. Henderson’s efforts at Cornell

University. His abstract for the 1949 annual meeting

of the American Dairy Science Association marks the

birth of Henderson’s widely used mixed model

equations [16–18]. However, the properties of esti-

mators of fixed effects and predictors of random

effects were not proved until ten years later when

Shayle Searle joined him as his graduate student. The

joint analysis of fixed and random effects results

in best linear unbiased estimators (BLUE) of fixed

effects and best linear unbiased predictors (BLUP)

of random effects such as breeding values [19–21].

The use of the mixed models to predict breeding

values was later extended to include genetic markers

as random effects [22, 23].

The most common use of a mixed model

to test the association between a genetic marker

and a phenotype is to fit the marker as a fixed

effect and a polygenic component modeled as a
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random effect. The random effect is the individual

taxon (strains, inbred lines or varieties). A likelihood

ratio test against the chi-square distribution (when

using maximum likelihood), or the Wald test against

either the chi-square or normal distribution when

using restricted maximum likelihood (REML), is

performed to assess the significance of the effect of

a polymorphic marker [24].

The covariance matrix of the random effect

that Henderson used for predicting animal breeding

values is a constant, the additive genetic variance,

multiplied by an additive numerator relationship

matrix. The diagonal of the numerator relationship

matrix equals the inbreeding coefficient plus one.

The off-diagonals are Wright’s coefficient of corre-

lation [25] multiplied by the square root of the

product of the diagonal elements for the two

parents. The additive numerator relationship matrix

is known as the A matrix in animal breeding.

Traditionally, the A matrix is calculated from pedi-

grees in quadratic time proportional to the number

of individuals in the pedigree.

The mixed linear model method has been exten-

sively used in animal breeding and in other fields

[26–28]. In addition to the random additive effect,

a mixed model can also include other random effects

such as a dominance effect, which varies widely

among species and traits [29–31]. In genetic marker

and phenotype association analysis, the mixed model

has been effectively used to adjust for population

structure and unequal relatedness among individuals.

With the availability of large sets of genetic

markers that provide good coverage of whole

genomes, a marker-based relationship matrix

became a reasonable substitute for pedigree-based

relationship matrices, especially where pedigrees

were not available or were incomplete [6], especially

in plants. In fact when a sufficient number of markers

are used, marker-based matrices more precisely

describe relatedness between individuals because

pedigree-based kinship is based on expected values

[32]. Details of marker-based relationship estimates

will be discussed later.

Phenotype-marker association can be tested in a

variety of ways using mixed models. Markers can

either be genotypes of single loci or haplotypes

composed of multiple loci on the same chromosome.

The direct measurement of haplotypes in heterozy-

gous individuals is difficult. Fortunately, haplotypes

can be inferred from genotype [33]. Inferred haplo-

types are less informative because of uncertainty

about phasing, but the information loss that arises

from phasing is small when linkage disequilibrium

is strong [34]. Additionally, when the genotype is

fit as a fixed effect class variable, the overall test of

marker effects can be partitioned into additive and

dominance components.

POPULATION STRATIFICATION
One method of association analysis that attempts

to correct for population stratification is structured

association (SA) analysis [35]. This method assumes

that individuals in an existing population trace back

to a certain number of discrete populations. Existing

individuals could either belong to a single population

or be derived from a mix of populations. Once

the number of populations is identified and the

fractional membership determined for individuals

being studied, various methods can be used to

correct estimates of phenotype-marker associations

for population structure.

Structured analysis (SA) was proposed [35] to use

a maximum likelihood ratio to test the association

between a segregating locus and a phenotype. The

numerator is the likelihood of the observed allele

frequencies given the phenotypes and population

structure while the denominator is the likelihood

of the allele frequencies assuming no association

with phenotypes. Pritchard described the use

of this method to test binary phenotypes such as

the presence and absence of a disease. The method

was later modified for quantitative traits [36].

Thornsberry used logistic regression to estimate

the likelihoods of observing the allele frequencies

under the alternate hypotheses of association and

no association with the phenotypes. Alternatively,

the association can be tested in a fixed effects linear

model [6], which is essentially linear regression.

For SA, linear and logistic regression are closely

related and yield similar results. Logistic regression

models the genotype as the dependent variable

with population structure and phenotype as inde-

pendent variables. The linear model treats phenotype

as the dependent variable and population structure

and genotype as independent variables. Since the

dependent variable is generally considered to be

measured with error, while the independent vari-

ables are not, the linear model formulation seems

more intuitive. In addition, the linear model can

be extended to the mixed model analysis and can

easily incorporate other fixed and random effects.
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One widely used method developed for calculat-

ing a population structure matrix (Q-matrix) models

a population of individuals as a metapopulation

composed of k populations [35]. Each of those k
populations is assumed to be in Hardy–Weinberg

equilibrium. Furthermore, the markers used to

determine population membership are assumed to

be unlinked and in linkage equilibrium within the

k populations. This method has been implemented

in the software STRUCTURE [35]. The method

was shown to correctly identify underlying popula-

tion structure in specific cases. Advantages include

the fact that the output is in a form that can be

directly used in SA and the wide acceptance of

this software for identifying population membership.

Disadvantages include long run times, the fact

that the exact number of underlying populations is

often not clearly identified, that many populations,

self-pollinated plant species in particular, violate

the underlying assumption of Hardy–Weinberg

equilibrium in the underlying populations, and that

the discrete population model is not always appro-

priate for describing relationships among individuals.

To address one of these issues, a method was intro-

duced [37] to determine the number of populations.

To address the application of the method to self-

pollinated plant species, the software InStruct was

developed [38]. The method uses the same approach

as STRUCTURE but relaxes the assumption of

Hardy–Weinberg equilibrium in the underlying

populations. In addition to assigning individuals

to populations, it estimates inbreeding coefficients.

Both InStruct and STRUCTURE uses Markov

Chain Monte Carlo (MCMC) to fit a model to the

data. As with STRUCTURE, the output includes

Q-matrix values that can be used in SA. Additional

software that uses Bayesian clustering to determine

population structure at low levels of population dif-

ferentiation or that incorporates spatial information

has been reviewed [39, 40].

Principal components analysis (PCA) provides

a faster alternative to the MCMC model-based

methods to identify population structure [41]. A

PCA analysis of large data sets, hundreds of thou-

sands of markers and thousands of samples for exam-

ple, may take a few hours whereas the model based

methods would simply not be practical. Not only

does PCA run much faster, but it also gives

results similar to STRUCTURE. Patterson and

co-authors [41] describe the theoretical basis for

using PCA. They show why PCA can be expected

to identify the same populations as STRUCTURE

and demonstrate, using simulations, that PCA is at

least as accurate in many situations. In addition to

greatly improved speed, a test of significance based

on the Tracy–Widom distribution can be applied to

the PCA axes to determine the number of popula-

tions present. PCA axes can be readily calculated

using almost any general statistical software and can

be used as the Q-matrices in the previously described

models. Alternatively, the axes can be used to adjust

genotype and phenotype scores prior to testing for

associations [42].

MARKER-BASEDRELATIONSHIP
In addition to using estimates of population mem-

bership to correct for structure, mixed models can

use estimates of relatedness between individuals. The

additive numerator relationship matrix (A matrix)

described earlier, also called the covariate coefficient

matrix, provides these estimates. In diploid species,

the covariate coefficient matrix is twice the coances-

try coefficient matrix or kinship matrix. Malecot’s

coancestry coefficient refers to the probability that

any two alleles, sampled at random (one from each

individual), are identical copies of an ancestral allele.

In other words, the two alleles are identical by

descent (IBD). The inbreeding coefficient of an

individual, a related value, equals the coancestry

coefficient of its parents [43].

As an alternative to calculating this matrix from

pedigrees, both coancestry and inbreeding coeffi-

cients can be estimated from similarity matrices

based on marker identity by state (IBS). Different

methods have been used to estimate IBD from

IBS calculated from markers. The methods in the

program SPAGeDi [44] start with P(IBS), the prob-

ability that a pair of alleles are IBS. That probability

is adjusted based on the frequency of that allele

in the population as a whole, reasoning that when

two alleles are IBS that they are more to likely to

be IBD if the overall frequency of that allele is low.

While the pedigree approach assumes that ances-

tors with unknown parents are unrelated, the marker

approach, as implemented in SPAGeDi, requires an

arbitrary decision about which taxa are unrelated,

with the default being the population average.

The resulting matrices (i) contain negative values,

(ii) may contain relationship coefficients greater

than 1 and (iii) may fail to be non-negative definite

(n.n.d.) [45]. Items (i) and (ii) violate the classic
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definition of IBD but do not present any particular

difficulty in solving the resulting mixed model

equations. Item (iii) presents computational problems

because, under the assumption of normality, the

likelihood equation derived from the mixed model

will be undefined for some values of genetic variance

and residual variance. As a result, some computa-

tional methods may have difficulty finding a solution

for the resulting mixed model.

A different method of deriving an IBD kinship

matrix from an IBS kinship matrix is based on the

relationship P(IBD)¼ [P(IBS)�T ]/(1�T ), where

T¼P(IBS | not IBD) [46]. Unfortunately, the

value of T is generally unknown. It was suggested

[47] that T could be treated as a parameter in the

mixed model and a maximum likelihood estimate

of T derived. Furthermore, if the adjustment

results in any negative values, those values are set

to zero. Application of this method to data

from several plant species showed that a T-adjusted

kinship matrix could provide improved power

for QTL detection compared to a kinship matrix

calculated by SPAGeDi with negative values set

to zero [48].

Alternatively, calculating an IBS kinship matrix

based on percent shared alleles is a simple but effec-

tive method. It was shown that with proper handling

of missing values, a kinship matrix based on

allele sharing is guaranteed to be n.n.d. [45].

Furthermore, it was shown that an IBS kinship

matrix is as effective as an IBD matrix derived

from SPAGeDi. Kinship matrices based on allele

sharing were shown to be preferable to using the

relationship coefficients calculated using SPAGeDi

[45, 49]. While kinship matrices with elements

equal to the fraction of alleles shared is effective for

testing markers, in order to obtain estimates of addi-

tive genetic variance and heritability, these kinship

matrices must be appropriately scaled [50].

Weighted alikeness in state (WAIS) is another

method of calculating kinship matrices that always

produces a matrix that is n.n.d. [51]. Using simula-

tion, it was demonstrated that this method

estimates IBD as accurately as several other marker-

based methods including those already discussed.

Calculating the weights used to adjust the IBS

terms requires defining sets of unrelated lines,

e.g. maize lines belonging to different heterotic

groups.

ESTIMATIONOF VARIANCE
COMPONENTS
The literature on variance component estimation

using mixed models is extensive. The development

of mixed models to estimate genetic variance com-

ponents was recently reviewed [52]. Solving this

model in its simplest form involves treating the

genetic relationship matrix as a known constant

and deriving maximum likelihood estimates of the

additive genetic and residual variances. Methods for

deriving these estimates are well developed [53–55]

and typically use either Newton–Raphson or

Expectation-Maximization (EM) algorithms to itera-

tively search for values that maximize the likelihood

equation. Often, the search is reduced to a single

dimension by maximizing with respect to the ratio

of the variance components and subsequently solving

for the variance components.

Because almost all of the time required to com-

pute a solution for the mixed model is spent estimat-

ing these variance components, an important area of

mixed model research is finding ways to reduce the

computational burden of variance component esti-

mation. Each iteration in the solution algorithm

requires inverting a matrix that is approximately

the size of the kinship matrix. That inversion is an

O(n3) process, where n ¼ the number of taxa. Many

of the larger genetic studies being conducted will be

too large to be analyzed with this method using stan-

dard mixed model software available in computing

packages. Methods for reducing the computational

burden have included average information REML

[56], implemented in the ASREML software

among others, and, more recently, a simplification of

the likelihood equations using eigenvalue decom-

position [45], implemented in the EMMA

R-package and in the TASSEL software. Additional

strategies for improving speed are discussed below.

ASSOCIATIONWITH BLUPSOR
RESIDUALS
Instead of directly analyzing raw phenotypes, BLUPs

from a mixed model may be substituted as the

dependent variable. One reason for using BLUPs

is that phenotypes and genotypes are not evaluated

for all individuals. For example, milk yield can

be scored only on cows and not on bulls, but geno-

types are more commonly evaluated on bulls with
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many progeny. Another reason is to reduce compu-

tation time. When the reliability of BLUPs is

high, their direct use has statistical power for testing

association similar to analysis with raw phenotypes.

For example, the growth potential of a bull can

be more accurately predicted by using its own

record plus the records from parents, siblings

and progeny. Progeny testing is particularly accurate

for popular bulls where artificial insemination has

produced thousands of progeny each. The average

reliability of milk yield is above 90% for all US

bulls born by 2003 [57]. In such cases, the association

analysis using BLUPs can be performed with

many fewer observations and require much

less time [58].

More recently, researchers have evaluated the

use of residuals instead of raw data. The rationale

is that after removing all the effects except the

marker, including the polygenic genetic variance

captured by the BLUPs, the signal due to marker

association is still contained in the residuals. Signal

from the marker will be removed only to the extent

that it is correlated with the other effects. The resid-

ual approach performs as well as the approach using

raw phenotype directly for low heritability traits [24,

59, 60]. Because the association test using residuals

is performed without including the polygenic

random effect, tests of individual markers run

quickly. The mixed model equations with thousands

of individuals only need to be solved once for

any particular phenotype. After that, the millions

of association tests for individual markers can then

be performed using simple t-tests or F-tests of the

marker classes.

PROGRAMING FORGENOME-
WIDE ASSOCIATION
Various strategies exist for testing associations

between markers and traits. The most common

methods of association analysis involve fitting one

marker at a time. An alternative, stepwise regression,

proceeds by fitting the marker with the strongest

association first, then retesting the remaining markers

for significance after. Additional markers are added

in a similar fashion until a stopping criterion is met.

A different strategy is to fit all the markers simulta-

neously as random effects. The distribution of the

markers can then be modeled according to a

Bayesian framework [61].

Some of the statistical methods and algorithms

discussed above are relatively simple and easily

implemented or can be performed with existing

general statistical software. These include PCA for

population structure and association with residuals

[24, 59, 60]. However, solving mixed model equa-

tions (MME) with variance component estimation

is more complex and requires the development

of software with a number of functions, such as con-

venient data processing, flexibility of modeling,

fast computation and the ability to handle large

datasets.

While a variety of methods for solving MME

have been implemented in software packages

(Table 1) used by animal breeders, work needs to

be done to determine which of these will be most

useful for GWAS in plants. Because performing

association analysis in plants is a somewhat different

problem than predicting breeding values in animals,

the animal breeding software is not directly useable

for most plant studies. Key differences include (i) the

existing software focuses on estimating breeding

values of individual animals not on testing trait-

marker associations, (ii) QTL mapping functions

have used pedigree-derived IBD to perform linkage

analysis, (iii) the existing software generally solves

large, complex models with a number of random

effects one time rather than solving a simpler

model millions of times and (iv) animal software

targets outbred populations with extensive pedigree

information while plant populations are often inbred

with limited pedigree information.

Among the programming approaches for mixed

models, the following three strategies are commonly

used. One strategy for handling large datasets is to

derive the left-hand side (LHS) of the MME directly

instead of building the design matrix first and deriv-

ing the LHS from that. This method can result in

large gains in efficiency when individuals are mea-

sured in multiple environments. For a complete

dataset without missing values, using the average

across the environments is equivalent to using each

measurement to perform association tests on genetic

markers. This approach allows an analysis to be done

much faster compared to software packages which

build the design matrix first. For example, dramatic

differences can be seen when SAS Proc Mixed is
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used to analyze individuals averaged across environ-

ments compared to using individuals measured in

each environment.

A second strategy is to avoid inverting large

matrices since the computing time for matrix inver-

sion is proportional to the cube of the number of

rows (or columns) in the matrix [54]. Matrix inver-

sion occurs in two places when solving the MME.

First, the kinship matrix is inverted before adding

it to the LHS. Instead of inverting the original

kinship matrix, its inverse can be directly derived

from pedigrees with the time required proportional

to the square of the number of taxa rather than

its cube [62–65]. This shortcut is not available

when kinship is calculated from markers. The

second instance is inversion of the LHS to solve

the MME, which is an iterative process. Methods

for solving the MME vary considerably in time

required and numerical accuracy, especially when

the LHS is singular or nearly so. Methods developed

for genomic selection [66] or used in software for

estimating breeding values in animals may help, but

most have not been evaluated in the context of asso-

ciation mapping.

A third strategy is to take advantage of the

sparse nature of the LHS that often arises when it

is derived from pedigrees. Although the kinship

matrix itself may have many non-zero elements,

the inverse of the kinship is sparse, that is, it contains

many zeros. As indicated by the direct inverse algo-

rithm [62, 63], each individual only contributes

three elements: two are pairings of the progeny

with each parent, and the third is the element

between the two parents. Because the matrix is

symmetric, there are only six non-zero off-diagonal

elements for each progeny. As a result, sparse matrix

libraries or algorithms can be used to reduce the

time needed to solve the MME [67].

Legarra and Misztal [66] reviewed methods for

solving MME in the context of genomic selection.

They found matrix free GSRU (Gauss-Siedel with

residual updating) and PCG (preconditioned conju-

gate gradient) methods were much faster than

Cholesky decomposition, a common method used

in solving MME. These techniques may hold

promise for reducing the time required to analyze

large association studies. To estimate variance com-

ponents, Misztal [68] recommends using AI REML

(average information restricted maximum likelihood)

for problems of moderate size and complexity and

Bayesian analysis for large datasets and complex

models. While promising, Bayesian analysis is an

area that needs additional research before it can be

used for routine association analysis. Misztal points

out that Bayesian analysis does not always suc-

ceed and that each run needs to be inspected to

make sure problems did not occur. That makes

the method infeasible for fitting large numbers of

markers individually. In addition, association studies

in plants that use Bayesian analysis to fit all markers

simultaneously have shown that method to be very

slow even for relatively small data sets [69, 70].

SOFTWARE^USER INTERACTION
An important component in software design is the

choice of user interface. There are two main ways

to design software interfaces. One involves using a

front-end graphical user interface (GUI) client. The

other executes software using a Command Line

Interface (CLI). In the context of solving mixed

model analyses, a GUI client can guide users

through the data input process by providing dialogs

for users to select data, input parameters, run analy-

ses, and view results. With a CLI, data sources

and parameter values are specified before program

execution as command line options. Once the pro-

gram has started, the analysis runs non-interactively

to completion.

A CLI has several advantages. For instance, users

can setup executions and let them run unattended

for as long as necessary. Also, multiple executions

can be setup to iterate over varying data sets or

model parameters without continued user involve-

ment. Using a CLI can save time by avoiding repet-

itive mouse clicks and parameter entries when

running a series of similar analyses. Not only that,

batch jobs can be organized to run on multiple

machines and/or multi-processor machines such

as computing clusters. Spreading these jobs over

multiple processors greatly reduces the time required

to complete long running mixed models. Many of

the software packages for solving mixed models

and estimation of variance components were imple-

mented with CLI.

The main advantage of a GUI is that it can guide

users through an analysis and significantly reduce the

time it takes for new users to become productive or

be more likely to be used by those intimidated by

CLI software. In addition, it relieves users of the

need to learn command line syntax. Software designs

with GUIs also allow users to view intermediate
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results and make decisions about analyses based on

those intermediate results.

For some software, both GUI and CLI versions

exist. For example, TASSEL’s [71] architecture is

organized in modules, called plug-ins, which per-

form various functions. These plug-ins are imple-

mented both with a GUI and a CLI. As a result,

consistent results are achieved independent of the

interface. In the GUI, the plug-ins are invoked

by clicking buttons on the interface. With the CLI,

the plug-ins are used in a predetermined pipeline

that passes the output from one step to the input

of another. Depending on the needs of the user,

unlimited pipeline setups can be designed. There

are significant advantages to creating a software

architecture that easily accommodates both GUI

and CLI versions. A number of sophisticated soft-

ware packages offer a combination of GUI and

CLI. SAS, ASREML and R-Package software are

examples of the ‘hybrid’ approach that provides

a GUI for submitting commands interactively.

OVERVIEWOF SOFTWARE
PACKAGES
Features of software useful for solving mixed

models of the type considered here are summarized

in Table 1. Because the mixed model method was

developed initially for predicting breeding values

for animals and breeding populations are usually

very large (over millions), most of the resulting soft-

ware packages can solve mixed models for large

samples reasonably quickly. These software packages

are used routinely on data that have a relatively

stable format but have limited flexibility for handling

other types of data or performing non-standard

analyses. Reasons why these packages may not be

well suited to plant association analysis were dis-

cussed above. Of the packages designed for animal

breeding, only QxPak and ASREML, will automat-

ically run association analysis for a series of markers.

In addition, MTDFREML, ASREML, WOMBAT

and DMU will accept a user-supplied additive rela-

tionship matrix (or kinship matrix). All can calculate

that matrix based on pedigrees.

Public, freely available software suitable for asso-

ciation analysis using mixed models in plants include

TASSEL and EMMA/R. Both analyze moderately

large datasets in a reasonable amount of time but

only allow a single effect (samples or taxa) to be fit

as a random effect. All other effects are treated as

fixed. EMMA relies on the R [72] for data manage-

ment and visualization whereas TASSEL handles

those functions itself. Several commercial software

packages can be used for association. ASREML and

JMP Genomics are specifically engineered for

genetic analysis and can handle more complex

models while general purpose packages such as SAS

Proc Mixed and Genstat can perform association

analysis but require more expertise and programming

on the part of the user. Few timed comparisons

of software suitable for association analysis have

been published. One of those software [45] com-

pared EMMA/R, TASSEL, ASREML and SAS

Proc Mixed. Using a data set with 553 SNPs, 277

lines and 3 phenotypes, the study reported that

EMMA/R was faster than ASREML by a factor

of 10, which in turn was faster than SAS Proc

Mixed and TASSEL by a factor of six. The

method used by EMMA/R has since been imple-

mented in TASSEL.

From the user’s perspective, none of the avail-

able software packages provide an optimal combina-

tion of advanced statistical methods, efficient

algorithms, and ease of use. When a less powerful

method is used, it means less value is realized from

data that is often expensive to collect. When a less

efficient algorithm is used, it can mean waiting

hours, days or even weeks with less opportunity to

investigate alternative models. Complicated software

can require a long period of training and provide

results that can be difficult to interpret.

Clearly, freely available software plays an impor-

tant role in scientific investigation. Without the

developers’ hard work embodied in the computer

code, the analyses of many empirical studies would

be much harder or even impossible [66]. However,

public funding for software development is limited

with the result that free software often lacks flexibil-

ity, ease of use or user support.

CONCLUSION
The theory of mixed models has been well devel-

oped, and many factors impacting association analysis

have been investigated. However, software does

not exist that combines all the analytical tools that

users would like, including ease of use, modeling

flexibility, computing efficiency, capacity for large

samples, permutation testing and marker selection.

In large part, this results from the rapid pace of devel-

opment of new sequencing and data analysis
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methods. Software development necessarily lags

behind method development. For existing software

packages that analyze mixed models, improvements

for handling large data sets and marker derived

kinship matrices would contribute greatly to the

analysis of the increasingly large GWAS being

conducted.

Key Points

� Mixed models provide a powerful method for detecting
phenotype^genotype associations but are resource intensive
especially for large data sets.

� Good software design can improve the efficiency of mixed
model methods and make them accessible to a broader group
of users.

� Alternatives exist for calculating kinship, estimating population
structure and solvingmixedmodels.

� The choice among those alternatives has a significant impact
on computation time and results.
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